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Abstract: Digital knowledge has become a crucial side of machine learning and is gift in large 

volumes on the web. To use this knowledge with efficiency, knowledge handling and process 

techniques are needed to filter data from documents and store them. Associate degree application 

of linguistic communication process, that helps in handling volumes of knowledge, is text 

summarization. Text summarization helps in condensation documents, and extract the necessary 

facts described in it. There are 2 techniques in text summarization: theoretical and extractive 

summarization. Extractive summarization extracts keywords from the document and combines them 

to supply a semantically incorrect outline, whereas, theoretical summarization produces a 

semantically correct outline of the text. During this paper, we have a tendency to compare 

completely different techniques to spot low and radio frequency words. We have a tendency to 

measure the techniques supported the right identification of positive and negative words. 
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I. INTRODUCTION 

This project is termed as “Text Summarization Using Word Frequencies”. This provides facility to cut back the massive 

volume of content by reducing it into a certain outline. This project uses language process to extract the outline from the given input 

text. We have a tendency to use a IP toolkit and regular expressions. The objective of this project is to grasp the ideas of language 

process and making a tool for a text account. The priority in Associate in Nursing automatic account is increasing therefore the 

manual work is removed. The project concentrates on making a tool which may mechanically summarize the document. With the 

growing quantity of information within the world, the interest within the field of automatic account generation has been wide 

increasing thus on reducing the manual effort of someone engaged on it. 

 

II. MATERIAL AND METHODS 

Reading the big content of text out there on-line is difficult for the users because it consumes an oversized quantity of your 

time. The projected system, Automatic Text report is way a lot of sensible and applicable in real time. The input text is pro cessed 

mistreatment linguistic communication process and processed input is born-again into vector kind mistreatment word embedding. 

Word embedding is that the collective name for a group of language modelling and have learning techniques in informatics wherever 

words or phrases from the vocabulary area unit mapped to vectors of real numbers. Sentence ranking is completed between sentences 

to extract higher hierarchic sentence that forms the extractive outline of the input. 

 

Text Summarization: Text summary is the process of cutting down large publications into manageable paragraphs or sentences. 

The method collects critical information while maintaining the text's meaning. This cuts down on the time it takes to interpret vast 

amounts of data while avoiding omitting vital information, such as research articles. The process of constructing a concise, cohesive, 

and fluent summary of a text is known as text summarization. Highlighting the text's essential points is part of a longer text piece. 

Text summarization presents a number of issues, including text detection, text summarization, and text summarization. Interpretation 

and creation of a summary, as well as a review of the final summary in extraction-based summarizing, recognizing and leveraging 

key terms in the document. It's up to them to find helpful material to include in the summary. 

 

Natural Language Processing: Text summarization is a very helpful and important component of Natural Language Processing 

(NLP). Let's begin with an explanation of what text summarizing is assume we have an abundance of text data in any form, including 

papers, magazines, and social media posts. We only need a summary of the material due to a shortage of time. We can summarize 

our text in a few lines by eliminating extraneous text and translating it into smaller semantic text form. In this method, we construct 
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algorithms or programs that minimize the amount of the text and generate a summary of our text data. In machine learning, this is 

known as automatic text summarization. The practice of reducing the length of a document without losing its semantic structure is 

known as Text summarization. 

 

Algorithm: 

Input: A text in .txt or .rtf format. 

Output: A relevant summarized text which is shorter than the original text keeping the theme or concept constant. 

1. Read a text in .txt or .rtf format and split it into individual tokens. 

2. Remove the stop words to filter the text. 

3. Assign a weight value to each individual terms. The weight is calculated as: 
𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚 

𝑊𝑇 =   
𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 

 

Procedure Methodology: 

Text report approach relies on the removal of redundant sentences. A text report approach exploitation language process and 

varied extractive outline approaches like applied mathematics based mostly, topic-based, graph - based and machine learning based 

mostly. The options with higher results of extractive report is combined along to form higher report of the text. 

 

Text Summarization Steps: 

1. Make sentences out of paragraphs. 

2. Text Preprocessing. 

3. Sentence Tokenization. 

4. Calculate the Weighted Frequency of Occurrence. 
5. In original sentences, replace words with weighted frequencies. 

6. Arrange the sentences in descending order of their sum. 

III. RESULT 

We've submitted the input file and performed data preprocessing, such as removing duplicates. We can observe the 

outcomes before and after applying the Natural Language Tokenization to sentences and words. Method for language processing 

we delete extraneous sentences using NLP techniques. We first count the word frequencies, then rank the sentences based on the 

maximum word frequencies. 

 
Figure no 1: Input 
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Figure no 2: Output 

 

IV. DISCUSSION 

This paradigm can be applied to situations in which a large amount of data must be examined and a conclusion or 

output must be formed. Data is growing at an exponential rate nowadays. This massive amount of data creates a dilemma in 

terms of analyzing it and extracting various beneficial conclusions from it. This is where the concept of summarizing comes 

into play. Summarization is a technique for condensing a large dataset into little, countable lines of data so that a user may 

obtain something useful out of it in a short amount of time. Websites, blogs, news articles, webpages, and books can all benefit 

from this strategy. As previously said, data is created from a variety of sources nowadays. 

We can utilize this project to quickly comprehend an entire book and then construct our evaluation based on that 

summary. Researchers and scientists must read a large number of scientific publications and patents; a summary tool may help 

them save time skimming through the articles, increasing productivity and assisting them in new discoveries. Lawyers have a 

vast number of case files to go through, and sifting through them all is a time-consuming task. This tool will aid in the 

summarization of these case file data, allowing the lawyer to grasp the case entirely in a short period of time. 

 

V. CONCLUSION 

The ideas and strategies utilized to construct trustworthy and understandable summaries using the cosine similarity sentence 

ranking algorithm are briefly described in this approach. This merits additional investigation in other market segments. The 

product's security will be determined by the outcomes of the evaluation. The primary goal of an autonomous summarization 

system is to provide an accurate and understandable summary from a huge amount of data. However, due to the vast amount of 

data available online in various formats, it still needs a lot of work. 

Text summarization as a branch of NLP is quickly increasing due to the need for compressed and relevant synopses of 

a topic, as well as the massive volume of information available on the internet. Business analysts, government organizations, 

teachers, development researchers, marketing executives, and students can all benefit from text summarizing. Precise 

information improves the accuracy and efficiency of the search process. Users need this to process information in a 

short amount of time. This method can be employed in both the business and scientific worlds. It is less time consuming and 

less complicated than abstractive text summarization approaches, however the resulting summary is less accurate and 

meaningful than Abstractive methods. 
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