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Abstract:  In today’s world analyzing an emotion has become a fascinating study. From this it could 

help different types of people and it will be beneficial for them. In this context, emotional awareness 

plays an important role. In this project, we aim to obtain an Emotions from the feedback usually 

received from different sectors in the form of reviews. Every project needs a data to perform the 

emotions here we are taking the dataset from “kaggle.com” where different types of reviews were 

given. We will be doing text preprocessing techniques of stemming and lemmatization and applied 

Bag of Words (BOW) Count vectorizer (CV)and term frequency (TF) and Document Frequency of 

inverse (IDF) of inverse on the review data. We have used Naive Bayes and Random Forest 

Classifier algorithms for accurate test results and comparisons. 

Key Word: Bag of words (BOW), Count vectorizer (CV), TF-IDF, Naive bayes algorithm, Random 

Forest Classifier. 
 

I. INTRODUCTION 

 Classification of Sentiments is a natural Language Processing methodology and Computational Linguistics (CL) to 

Identify and categorize the different opinions expressed in the text format from the feedback data. The success of a product 

depends on its price Available in the digital media platforms. Identifying right emotions helps us the relation between natural 

texts and human emotions. It helps to judge(guess)the human point of view. Also, we could recognize whether the movie gets 

positive, negative, or neutral reviews. For example, Majority of the people depending on the positive feedback about a 

particular product so, positive feedback plays a major role in this digital era. Because of this, providing an accurate result is an 

utmost important and the most complex because of its sarcastic nature or difficulty in preprocessing the data. 

 Analysis Method: Vocabulary based prediction of emotion is related to machine learning and emotion analysis. The 

lexical method depends on dividing the text into lexicons. (tokenization), counting each number. Find the words and find the 

subjectivity of each word. Existing vocabulary. A more sophisticated approach to machine learning. However, adding 

complexity to the system depends on training. Different classifiers with datasets called training sets. After the evaluation step, 

we check the Performance classification using the test data set. another key vector approach to word learning. 

 Algorithms and methods have been modifying or updating every now and then. An area not yet resolved. the two 

most important limitations: keywords with different meanings Based upon this situation, this can cause ambiguity and you 

cannot classify a sentence that does not belong. Obviously, an impact keyword can mean that the sentence lacks emotion. The 

developed system should therefore consider the following: Identify these defects and ensure accurate data classification.  

 In this proposed or updated methodology, a Python primarily based code is written to investigate the datasets that we 

took for the right emotional analysis. In this text preprocessing strategies of stemming and lemmatization 

and implemented Bag of Words (BOW) matter vectorizer (CV) at the evaluate statistics. Naive Bayes and Random Forest 

Classifier algorithms for correct look at consequences and the assessment is made among those based totally on the 

proportion on stemming and lemmatization. 

 

             II. LITERATURE SURVEY 

 Nagamma P et al. designed various information mining systems for clustering movie reviews and additionally 

predicted movie ratings for the movie. Online movie review data is collected from IMDB. The link was made with an AI 

method for grouping the audits present in the text data that we took for research database by shaping a snippet of 14 keywords 

that are helpful in finding a pattern. An artificial intelligence procedure such as Naïve bayes, here we could see SVM could be 

able to produce an larger efficiency than the “improved emotional analysis from the reviews” 

 Xin Li, Mian Wei, entitled vectors of words is being used for emotions prediction for application-based feedback, 

proposed a method using word embedding to create a sentiment lexicon using word vector representation. 

  W. Medhat, A. Hassan titled "emotion detection Algorithms and Applications: A Survey" has several algorithms for 

performing a classification technique based on trained data that are. Naïve Bayes (NB), SVM, ME, DE, etc. In unsupervised 

learning, where the data is unlabelled, there is no training data. 

 Rasika Wankhede titled “A Design Approach to Accuracy in Movie Reviews Using Emotional Analysis” 

Implemented emotional analysis on movie reviews using Opinion Mining. Mainly data mining concepts were covered here. 

Because the www is growing faster, it has led to an increase in online communication focuses mainly on comments, reviews 

and feedback from users. 
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 Tejaswini M. Untawale titled “Implementation of right emotions by classification Using SML from the feedback 

received Methods” Demonstrated the purpose of SML approaches to movie review classifications based on the emotion. 

According to the authors, entertainment programs such as songs, music and drama movies are among others part of human life, 

most of their time is spent watching good movies, where people mostly prefer watching in theatre. 

 Titled "Finding Opinions on Movie Reviews", Malini R analysed opinions on movie reviews. In general, emotional 

analysis emphasizes the separation of feelings from substance. Feedback analysis identifies and validates an individual's 

feelings about a set of substance. Here, the model analysed the right emotion t of the comments in relation to the latest Bolly 

wood movie reviews. Categorized tweets as positive tweets using SVM and Naïve Bayes. The emotion of each tweet was 

evaluated as negative or neutral and the results were forecasted based on that. 

 B. Seref, E. Bostanci, “analysis of the correct emotions using naïve bayes and complement naïve bayes classifier 

algorithms on handoop framework,” Int. Symp. on Multidisciplinary Studies and Innovative Technologies, 2018. 

 

III.PROPOSED METHODOLOGY 

• Reviews 

 Taking a dataset from Kaggle. 

 

• Data Preparation 

 Data preparation is the process of cleaning and transforming raw data before processing and analysis. This is an 

important pre-processing step and often involves reformatting the data, editing the data, and combining datasets to enrich the 

data. 

 

• Classification 

  Classification of emotions is the process of identifying freedom(opinion) in a text and it is divided into either it gets 

an good(positive)feedback or bad(negative) feedback from the users or people. 

 

• Collecting the Dataset 

 The Following procedures will take place 

  Data Unpacking: – The huge dataset of reviews obtained from kaggle.com comes in .csv format. A little python code 

was implemented to read the dataset from these files. 

 

Preparing Data 

1) Every dataset contains many columns, and they must be loaded for the emotion analysis. analysis only requires review text 

and general rating. All other columns disappear. 

2) Counting the emotions of the plot from the movie review dataset refer figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

         

Figure 1: mat plot of emotions 

Data Preprocessing 

● Implementation of derivation and removal of word traces in reviews: 

Calling port stemmer to derive words 

Using the Bag of words (BOW) method: 

● Creating a bag of words model 

● Test interval training 

 

Model Selection and Evaluation: 

 Included is this code that performs the entire analysis of emotions evaluation based on pre-processed data. Follow 
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these steps: 

(a) Accuracy scores are calculated and displayed 

  (b) Naive Bayes, Random Forest algorithm are used the evaluation of emotions. 

(c) Total positive and negative reviews are counted. Precision, macro average and weighted average are also calculated. 

(d) a similar sentence will be given as an data of input to the console and incase if it is found to be positive, the console gives      

1 as output and 0 as negative input. 

 

Workflow of Emotional Analysis: 

 
 

  IV. EXPERIMENTAL RESULTS 

The following all are the classifiers used for analysis of text feedback. 

Naive Bayesian Classifier: 

 Naive Bayesian classification works like this: Suppose you have each set of training data. 

 A tuple is represented as an n-dimensional feature vector of size X = x1, x2, xn, indicating that the tuple is n-

dimensional attributes or functions. Suppose you have classes C1, C2, ..., Cm. Given a tuple X, the classifier predicts: 

 X belongs to Ci if and only if: P(Ci|X) > P(Cj|X), where i, j ∈ [ 1, m] ai = j. πί (Ci | X). 

 

Random Forest Classifier: 

 Random Forest is also a "tree" based algorithm that uses properties of several decision trees to make decisions. 

Therefore, it can be referred to as a 'forest' of trees and hence the name 'random forest'. The term "random" is because this 

algorithm is a forest of "randomly generated decision trees". 

 

Results of Count vectorizer (CV) 

 

Stemming 
● Naive-Bayes - 83.872% ~ (84%) 

● Random Forest Classifier - 84.024% ~ (84%) 

Lemmatization 

● Naive-Bayes - 84.04% ~ (84%) 

● Random Forest Classifier - 84.16% ~ (84%) 
 

Results of TF-IDF 

 

Lemmatization 
● Naive-Bayes - 84.71% ~ (85%) 

● Random Forest Classifier - 84.31% ~ (84%) 

The Results of Naive Bayes and Random Forest are given in figure 2 and 3 respectively. 
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                   Figure 2: Naive Bayes Result 

 
Figure 3: Random Forest Results 

 

V. CONCLUSION  

 Text preprocessing techniques of stemming and lemmatization and applied Bag of Words (BOW) Count vectorizer 

(CV) are used on the review data. We have used Naive Bayes and Random Forest Classifier algorithms for accurate results 

test. 
 Also consisting of three core steps, namely data preparation, review analysis and classification of different emotions, 

and describes representative techniques involved in those steps. fifty thousand review is found to be there in the dataset where 

half of it is for positive and the remaining is negative feedback. From the model test and evaluation, we could see the highest 

efficiency is 84.16%. Here From Count vectorizer it could predict the results from naïve bayes and random forest algorithms. 

Also, from Term Frequency (TF) and the Inverse Document Frequency (IDF) technique we predicted the results from naïve 

bayes and random forest algorithms. Here By using TF-IDF technique in naïve bayes we could get a better result in terms of 

percentage than compared to random forest. So, TF-IDF is better than Count Vectorizers because it not only focuses on the 

number of occurrences of the word present in the corpus but also provides the importance of the words. Then some of the 

words can be deleted(removed) that are less important to the analysis, thereby simplifying the model building by reducing the 

input dimensions. Also, from TF-IDF naïve bayes provided higher efficiency than random forest. 
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