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Abstract: Heart attack disease is one of the leading causes of the death worldwide. In 

today’s common modern life, deaths due to the heart disease had become one of major 

issues, that roughly one person lost his or her life per minute due to heart illness. Predicting 

the occurrence of disease at early stages is a major challenge nowadays. Machine learning 

when implemented in health care is capable of early and accurate detection of disease. In 

this work, the arising situations of Heart Disease illness are calculated. Datasets used have 

attributes of medical parameters. The datasets are been processed in python using ML 

Algorithm i.e., Random Forest Algorithm. This technique uses the past old patient records 

for getting prediction of new one at early stages preventing the loss of lives. In this work, 

reliable heart disease prediction system is implemented using strong Machine Learning 

algorithm which is the Random Forest algorithm. Which read patient record data set in the 

form of CSV file. After accessing dataset, the operation is performed and effective heart 

attack level is produced. Advantages of proposed system are High performance and 

accuracy rate and it is very flexible and high rates of success are achieved. 
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I. INTRODUCTION 

 The work heart disease effects the functioning of the heart. World Health Organization had made a survey and made a 

conclusion that 10 million people are affected with heart disease and lost their lives. The problem that the Healthcare industry 

faces in today’s life is early prediction of disease after a person is affected. Records or data of medical history is very large and 

the data in real world might be incomplete and inconsistent. In past predicting the disease effectively and treatment to patients 

might not be possible for every patient at early stages under these circumstances.Many scientists tried to build a model which is 

capable of predicting the heart disease in the early stage, but they are not able to build a perfect model. Every proposed system 

has disadvantages in its own way. In the existing system, Shen et al. had initially, proposed a system which is based on self-

appliedquestionnaire. In this system the user needs to enter all the symptoms which he is suffering from, based on that the result 

is predicted. This study is based on the analysis data collected in SAQ.Chen et al. came up with an idea to predict heart disease. 

He used the technique of Vector Quantization which is one of the artificial intelligence techniques for classification and 

prediction purpose. Training of neural networks is performed using back propagation to evaluate the prediction system. In the 

testing phase approximately 80% accuracy is achieved on testing set. Practical use of data collected from previous records is 

time consuming. Low accuracy rate.So to overcome this we are implementing Random forest algorithm in order to achieve 

accurate results in less time. Machine learning is given a major priority in modern life in many applications and in healthcare 

sector. Prediction is one of area where machine learning plays a vital role, our topic is to predict heart disease by processing 

patient’s dataset and a data of patients i.e., user of whom we need to predict the chances of occurrence of a heart disease. 

 

II.RELATED WORK 

 [1]’Prediction and Analysis of Heart Disease using SVM Algorithm’ heart disease is a fatal disease by its nature. This 

disease makes a life-threatening complexity such as heart attack and death. The importance of Data Mining in the Medical 

Domain is realized and steps are taken to apply relevant techniques in the Disease Prediction. We are implementing a system 

which will help to predict heart disease depending on the patient’s clinical data related to the factor associated with heart disease. 

By using medical dataset of the patients such as age, sex, blood pressure, overweight and blood sugar and by appling SVM 

classifier we can predict that the patients getting a heart disease or not. In addition, classification accuracy, sensitivity, and 

specificity of the SVM have been found to be high thus making it a superior alternative for the diagnosis. We are alsodoing 

analysis on the data from which we are getting at which age it mostly occur or which region gets influenced by that disease. So 

precaution can be taken to avoid the death due to the heart disease. 

 [2] ‘Predicting Heart Diseases In Logistic Regression Of Machine Learning Algorithms By Python Jupiter’ The aim of 
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this study is to evaluate the risk of 10-year CHD using 14 IVs. The attributes are selected after the backward elimination process 

considering the P values which are lower than 5%. Therefore, the logistic regression model is derived through P values of the 

variables <0.05 (sex, age,cigsPerDay, totChol, sysBP, glucose). According to the logistic regression outcome, men are more 

suspectable to heart disease than women. Age, number of cigarettes per day and systolic blood pressure are the odds of 

CHD.However, There is no significance change in the total cholesterol level and the glucose level. But, the level of glucose has 

a negligible change in odds. The model is more specific than sensitive. Further, the accuracy of the moel is 0.87. The value under 

the ROC curve is 73.5which is somewhat satisfactory. Moreover, the model could be improved by using more data. 

 

 [3] ‘prediction system for heart disease using nave baise’ Decision Support in Heart Disease Prediction System is 

developed using Naive Bayesian Classification technique. The system extracts hidden knowledge from a historical heart disease 

database. This is the most effective model to predict patients with heart disease. This model could answer complex queries, each 

with its own strength with respect to ease of model interpretation, access to detailed information and accuracy. HDPS can be 

further enhanced and expanded. For, example it can incorporate other medical attributes besides the above list. It can also 

incorporate other data mining techniques. Continuous data can be used instead of just categorical data. HDPS can be further 

enhanced and expanded. Another area is to use Text Mining to mine the vast amount of unstructured data available in healthcare 

databases. Another challenge would be to integrate data mining and text mining. 

 

 [4] ‘Heart Disease Prediction System using k-Nearest Neighbor Algorithm with Simplified Patient's Health Parameters’ 

Data mining technics have been used in many fields, one of them is healthcare. This paper's objective is to check whether heart 

attack prediction can be based on fewer parameters than what recommended on previous studies. We use 8 parameters (out of 

13 recommended), which are: (1) Age, (2) Sex, (3) Chest pain, (4) Resting blood pressure systolic, (5) Resting blood pressure 

diastolic, (6) Resting ECG, (7) Resting heart rate, and (8) Exercise induced angina. The reasons to choose those parameters for 

this study are: they are simple measurements and consistently recorded in Harapan   Kita Hospital, the biggest cardiovascular 

hospital in Indonesia. Experiments using 8 parameters with KNN shows good accuracy if we compared with 13 parameters, even 

with other data mining algorithms like Naive Bayes and Decision Tree we use Simple CART). The benefit as the result from this 

study is: we can proof those 8 simple parameters are good enough to be used in heart attack prediction. In our future researchit 

can be used as parameters in remote patient monitoring using machine-to-machine (M2M) technology, especially for patients 

treated at home or remote clinics. The end-to-end M2M will be built and a prediction system will be embedded as the novel 

feature. 

 

 [5] ‘Prediction of Heart Disease Using Decision Tree Approach’The decision-tree algorithm is one of the most effective 

and efficient classification methods available. It has been shown that, by using a decision tree, it is possible to predict heart 

disease vulnerability in diabetic patients with reasonable accuracy. Classifiers of this kind can help in early detection of the 

vulnerability of a diabetic patient to heart disease. Preprocessing of a data set for the removal of duplicate records, normalizing 

the values used to represent information in the database. Clustering technique, simple k-means algorithm is used. Thus, the 

patients can be forewarned to change their lifestyles. This will result in preventing diabetic patients from being affected by heart 

diseases, thereby resulting in low mortality rates as well as reduced cost on health care for the state. This can be extended in 

future to predict other types of ailments which arise from diabetes, such as visual impairment. The proposed work can be further 

enhanced and expanded, to use stacking techniques to increase the accuracy of decision trees and reduce the number of leaf 

nodes. 

III.ARCHITECTURE OF PROJECT 

 The working principle of the system is shown in fig. The user enters the input which is compared with the data present 

in the existing data set by using the Random Forest Algorithm. Random Forest algorithm is an efficient ML algorithm that comes 

under supervised learning technique. It is be used for both Regression and Classification problems. To solve a complex problem, 

it uses a process of combining multiple classifiers, to increase the accuracy and performance of the model. 
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IV.COMPARISON TABLE 

 

 

 

 

 
 The project involved analysis of the heart disease patient dataset with proper data processing. Then, different models 

were trained and  predictions are made with different algorithms KNN, Decision Tree, Random Forest,SVM,Logistic Regression 

From This Comparison its Cleared That the accuracy rate of Random Forest algorithm is much greater than all other algorithms. 

Random Forest has an accuracy rate above 87%. In predicting heart disease. 

 

V.RESULT AND ANALYSIS 

 The results obtained by applying Random Forest, Decision Tree, Naive Bayes and Logistic Regression are shown in 

this section. The metrics used to carry out performance analysis of the algorithm are Accuracy score, Precision (P), Recall (R) 

and F-measure. Precision (mentioned in equation (2)) metric provides the measure of positive analysis that is correct. Recall 

[mentioned in equation (3)] defines the measure of actual positives that are correct. F-measure [mentioned in equation (4)] tests 

accuracy. 

 

Precision = (TP) /  (TP +FP ) (2) 

Recall = (TP) / (TP+FN) (3) 

F– Measure =(2 * Precision * Recall) / (Precision +Recall) (4) 

• TP True positive: the patient has the disease and the test is positive. 

• FP False positive: the patient does not have the disease but the test is positive. 

• TN True negative: the patient does not have the disease and the test is negative. 

• FN False negative: the patient has the disease but the test is negative. 

 

 In the experiment the pre-processed dataset is used to carry out the experiments and the above-mentioned algorithms 

are explored and applied. The above-mentioned performance metrics are obtained using the confusion matrix. Confusion Matrix 

describes the performance of the model. 

Feature selected from dataset is given in table: 
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PRECISON ACCURACY RECALL F1 SCORE

Algorithm Precision Accuracy Recall F1 Score 

Random forest 0.886 0.885 0.915 0.889 

KNeighbor classifier 0.735 0.705 0.735 0.735 

Logistic Regression 0.857 0.852 0.882 0.870 

Naïve Bayes 0.838 0.852 0.912 0.873 

SVM 0.811 0.820 0.882 0.845 

Decision tree 0.871 0.820 0.794 0.831 
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VI.CONCLUSION 

 Random Forest algorithm is an efficient algorithm which is an ensemble learning method for regression and 

classification techniques. The algorithm constructs N of Decision trees and outputs the class that is the average of all decision 

trees output. So accuracy of prediction at early stages is achieved effectively. Processing of healthcare data i.e., data related to 

heart will help in early detection of heart disease or abnormal condition of heart which results in saving of long-term deaths. 

Heart disease prediction is a major challenge in the present modern life. With this application if the patient/user is away from 

reach of doctor, he/she can make use of the application in prediction of disease just by entering the report values. And can 

proceed further whether to consult a doctor or not. 

 

VII.FUTURE SELECTION 
  In future this application can extended by updating some features like, if the user is effected with heart disease all his 

family members will be notified with a message in early. And also the information should be passed to the nearest hospital. 

Another feature is there should be online doctor consultation with the nearest doctor available. 

  In this regard, it is important to note that, ML applications using various efficient algorithms are utilized not only in 

disease prediction and diagnosis but also in the field of radiology, bioinformatics and medical imaging diagnosis etc. 

In future if we use neural network algorithm for predicting heart disease it will give more accurate result. 
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