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Abstract: Research on Fake news detection considers previous and current methods for fake news 

detection in textual formats while detailing how and why news fake exists in the first place. This 

research paper includes various methods and concepts that is to be discussed like on Machine 

learning algorithms, Network Analysis approaches, and proposes a three-part method using Naïve 

Bayes Classifier, Support Vector Machines, and Semantic Analysis as an accurate way to identify 

fake news on social media. There are different social media platforms that are accessible to the users 

like Facebook , Instagram , Twitter, Whatsapp etc. Any user can make a post that’s misleading or 

false and spread the false news through these online platforms. These platforms do not verify those 

users or their posts. In this research paper, we aim to perform binary classification of various news 

articles available online with the help of concepts related to Artificial Intelligence, Natural Language 

Processing and Machine Learning. We also aim to provide the user with the ability to classify the 

news as fake or real and also check the authenticity of the website that is publishing the news. 

Therefore, this research compares the existing approaches to build the models and with further 

improvements to be expected by using the combination of different machine learning techniques. 

 Key Word: Fake news, social media, Network Analysis, Naïve Bayes Classifier, Support Vector 

Machine, Machine learning,  Text Classification, Natural Language Processing. 

 

 

I. INTRODUCTION 

World is changing rapidly. No doubt we have a number of  advantages of this digital world but it also has its disadvantages as 

well. There are different issues in this digital world. One of them is fake news. Someone can easily spread a fake news. Fake news is 

spreading to harm the reputation of a person or an organization or for any political purpose. It can be a propaganda against someone 

that can be a political party, leader or an organization. There are different online platforms and apps where the person or user can spread 

the fake news. This includes  Facebook, Twitter etc. Different types of machine learning algorithms are available that involves the 

supervised, unsupervised and reinforcement machine learning algorithms. The different algorithms first have to be trained with a data 

set called train data set.  After the training, these can be used to perform different tasks. Mostly, machine learning algorithms are used 

for prediction purpose or to detect and identify something that is hidden. The current project involves utilizing machine learning, its 

algorithms and natural language processing techniques to create a model. Many of the present automated approaches to this problem 

are centered around a “blacklist” of authors and sources that are known as producers of fake news. But, what about when the author is 

not known or when false news is published through a commonly reliable source? In these cases, it is necessary to depend simply on the 

content of the news article to make a decision on whether it is fake or not. By collecting examples of both the real and fake news and 

training a model, it should be possible to classify fake news articles with a certain degree of accuracy. The goal of this project is to find 

the effectiveness and limitations of language-based techniques for detection of fake news through the use of machine learning 

algorithms.  
This literature review will answer the different research questions. The importance of machine learning to detect fake news will be 

proved in its literature review part. It will also be discussed how machine learning may be used for detecting the false news. Machine 

learning algorithms used to detect false news will be discussed in the literature review of our research. 

 

II. TECHNIQUES USED IN FAKE NEWS DETECTION 

 TFIDF (Term-Frequency Inverse Document Frequency) As it is known that  the input set of data must be cleaned by removing 

or stopping ,punctuation words and common words that appear in English grammar, to convert text to word count vectors. It focuses on 

the occurrence of the words in the documents. It is done by assigning each word with a unique or different number. The value in each 

position in the vector could be filled with a count or frequency of each word in the document. TFIDF are word frequency scores that try 

to highlight the words. Term frequency-inverse document frequency is a text victory which transforms or changes the text into a usable 

vector. It combines of two concepts, Term Frequency (TF) and Document Frequency (DF). The term frequency is defined as the number 

of occurrences of a particular word or term in a document that are is interesting. 
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Tfi,j = Number of  Occurrences of  I in j 

Dfi = Number of  Documents Containing i 

N= Total  Number of  Document 

III. PROPOSED FRAMEWORK 

 
IV. METHODOLOGY 

  The Fake News model detection is built using steps like Text Collection, Text Preprocessing, Feature Extraction and 

then finally classification using different classifiers. 

 

 
 Logistic Regression 

 Logistic regression is a process of modeling the probability of a discrete outcome when an input variable is given. The most common 

logistic regression models a binary outcome; something which can take two values such as true or false, yes or no, and so on. Multinomial 

logistic regression can model those scenarios where there are more than two possible discrete outcomes. Logistic regression is a useful 

analysis method for classification problems, where one is trying to determine that if a new sample fits best into a category or not. As 

aspects of cyber security are classification problems, such as attack detection, logistic regression is a useful analytic technique. 
 

 Decision Tree Classification  

Decision Tree is a Supervised learning technique which can be used for both of the classification and Regression problems, but mostly 

it is preferred for solving the Classification problems. It is a tree-structured classifier, where the internal nodes denotes or represents the 

features of a dataset, branches represent the decision rules and each leaf node represents the outcome. 
 

 Gradient Boosting Classifier  

Gradient Boosting is defined as a popular boosting algorithm. In gradient boosting classifier, each predictor corrects the error of it's 
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predecessor. In contrast to Adaboost, the weights of the training instances are not modified instead of that, each predictor is trained 

using the residual errors of predecessor as levels. 
 

 Random Forest Classifier  

Random Forest is a trademark term for an ensemble of decision trees. In Random Forest classifier, we have a collection of decision 

trees (so it is known as “Forest”). To classify a new object that is based on attributes, each tree gives a classification and we say that the 

tree “votes” for that class. The forest chooses the classification which is having the most votes (over all the trees in the forest). The 

random forest is a classification algorithm that consists  of many decision trees. It uses bagging and feature randomness when building 

each individual tree to try to create an uncorrelated forest of trees whose prediction by committee is more accurate than that of any 

individual tree. Random forest, like its name indicates, consists of a large number of individual decision trees that operate as an 

ensemble. Each individual tree in the random forest spits out a class prediction and the class that has most of the votes becomes our 

model’s prediction. The reason that the random forest model works so well is: A large number of relatively uncorrelated models (trees) 

operating as a committee will outperform any of the individual constituent models. 
 

 Passive Aggressive Classifier Algorithm  

Passive-Aggressive classifier algorithms are generally used for large-scale learning. It is one of the few ‘online-learning algorithms‘. In 

online machine learning algorithms, the input data comes in a sequential order and the machine learning model is updated step-by-step, 

as opposed to batch learning, where the entire training dataset is used at once. This is very useful in those situations where there is a 

large amount of data and it is computationally infeasible to train the entire dataset because of the sheer size of the data. We can simply 

say that an online-learning algorithm will get a training example, update the classifier, and then throw away the example. 

 

V. RESULT 

The accuracy is achieved by algorithm on four datasets. The maximum accuracy achieved on Fake News Dataset is 99%. Linear SVM 

achieved an accuracy of  98%.The average accuracy attained by ensemble learners is 97.67%. Where as corresponding average for 

individual Learners is 95.25%. The exact difference between individual learner and ensemble learners is 2.42%.The scope of this 

project is to cover the Dataset for Fake News Detection which is labeled by Fake or true news. The results of analysis of dataset using 

the algorithms that have been depicted using the confusion matrix.  
The algorithms are as:- 

1. Naïve Bayes 

2. K-Nearest Neighbors(KNN) 

3. SVM 

 

VI. CONCLUSION 

We are attempting to use machine learning algorithm and ensemble technology to work a platform that identifies take news on the basis 

of Patterns in the text . We primarily use LIWC tool to extract different textual feature from article and use the feature as input to 

models. Attempts are made to achieve maximum accuracy. It is easier way and faster to use a pertained neural network, and obtain the 

results on our dataset. More complex and efficient methods that could be applied to this dataset by using the entire text or extracting 

other features. One of the great things about it is to that extremely difficult to trained state of neural network. 

Sample  Dataset  

The size of the data set is 77964,it means 7796 rows and 4 column 70% of the data is used for Training the Machine learning 

Model 30% of the data is used to test the model. Accuracy score of the model is 95.19% 
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