
293 | P a g e  

 

International Journal of Innovative Research in Engineering 
Volume 3, Issue 3 (May-June 2022), PP: 293-300. 
www.theijire.com                                   ISSN No: 2582-8746 

 

 

Automatic Detection and Classification of Weaving Fabric 
Defects Based On Deep Learning 

 
Divya Sri Sannapareddy1, Monisha T2, Vaishnavi M3, Bhavya Medikonda4, Dr. N. Mohanapriya5 
1,2,3,4Students, Department of Computer science and Engineering, Vivekanadha College of Engineering for Women, Elayampalayam, 

Tiruchengode, Namakkal -637205,Tamilnadu, India.  
5Associate Professor Department of Computer science and Engineering, Vivekanadha College of Engineering for Women, Elayampalayam, 

Tiruchengode, Namakkal -637205, Tamilnadu, India. 
 

 

How to cite this paper:  
Divya Sri Sannapareddy1, Monisha T2, Vaishnavi M3, 
Bhavya Medikonda4, Dr. N. Mohanapriya5, 
“Automatic Detection and Classification of Weaving 
Fabric Defects Based On Deep Learning” 
 IJIRE-V3I03-293-300. 

 
Copyright © 2022 by author(s) and 5th Dimension  
Research Publication. 
This work is licensed under the Creative Commons 
Attribution International License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/ 

Abstract: Quality examination is an important aspect of ultramodern artificial 

manufacturing. In cloth assiduity product, automate fabric examination is important 

for maintain the fabric quality. For a long time the fabric blights examination 

process is still carried out with mortal visual examination, and therefore, 

inadequate and expensive. Thus, automatic fabric disfigurement examination is 

needed to reduce the cost and time waste caused by blights. The development of 

completely automated web examination system requires segmentation and bracket 

of discovery algorithms. The discovery of original fabric blights is one of the most 

interesting problems in computer vision. Texture analysis plays an important part 

in the automated visual examination of texture images to descry their blights. 

Colorful approaches for fabric disfigurement discovery have been proposed in 

history and the purpose of this paper is to classify and describe these algorithms. 

This paper attempts to present the check on fabric disfigurement discovery ways, 

with a comprehensive list of references to some recent 
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I. INTRODUCTION 

Quality assurance of product is considered as one of the most important focuses in the artificial product. So is textile 

assiduity too. Textile product quality is seriously degraded by blights. So, early and accurate fabric disfigurement discovery is 

an important phase of quality control. Homemade examination is time consuming and the position of delicacy isn't 

satisfactory enough to meet the present demand of the largely competitive transnational request. Hence, anticipated quality 

cannot be maintained with homemade examination. Automated, i.e. computer vision grounded fabric disfigurement examination 

system is the result to the problems caused by homemade examination.   Automated fabric disfigurement examination system 

has been attracting expansive attention of the experimenters of numerous countries for times. The high cost, along with 

other disadvantages of mortal visual examination has led to the development of automated disfigurement examination systems 

that are able of performing examination  tasks automatically. The global profitable pressures have gradationally led business 

to ask further of itself in order to come more competitive. As a result, intelligent visual examination systems to insure high 

quality of products in product lines are in adding demand of published textures (e.g. published fabrics, published currency, 

and wall paper) requires evaluation of color uniformity and thickness of published patterns, in addition to any distinction in the 

background texture, but has attracted little attention of experimenters. Mortal examination is the traditional means to assure the 

quality of fabric. It helps instant correction of small blights, but mortal error occurs due to fatigue and fine blights are frequently 

undetected. Thus, automated examination of fabric disfigurement becomes a natural way to ameliorate fabric quality and reduce 

labor costs. 

Overview 

Aim of the project is to introduce Automatic Fabric fault examination through which we get high quality fabric at the time of 

manufacturing itself and it implies the high speed of production. 

Scope of the Project 

The main contributions of this project therefore are 

 Data Analysis 

 Dataset Preprocessing 

 Training the Model 

 Testing of Dataset 

http://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/search?q=fabric%20defect%20detection
https://www.mdpi.com/search?q=fabric%20defect%20detection
https://www.mdpi.com/search?q=deep%20learning
https://www.mdpi.com/search?q=deep%20learning
https://www.mdpi.com/search?q=deep%20learning


 
Automatic Detection and Classification of Weaving Fabric Defects Based On Deep Learning 

294 | P a g e  

 

 

Domain Overview 

1. Binary Image 

2. Gray Scale Image 

3. Color Image 

 

Binary picture 

A Binary image is a virtual print that has utmost effective feasible values for every pixel. Generally the two colorings used for a 

Binary image are black and white despite the verity that any colors may be used. The color used for the item (s) in the image is the 

focus color while the rest of the picture is the major history achromatism. 

Binary images are also calledbi-stage or- stage. This approach that every pixel is stored as a single bit (zero or 1). This name black 

and white, image or monochromic are regularly used for this idea, still may also also designate any images that have stylish one 

pattern in keeping with pixel, together with grayscale prints 

Binary images frequently overhead push up in virtual image processing as masks or because the result of positive operations 

inclusively with segmentation, thresholding, and teetering. Some input/ affair widgets, which include ray printers, fax machines, 

andbi-level laptop shows, can most effective managebi-degree images. 

Gray scale images 

A grayscale Image is virtual print is an picture in which the price of every pixel is a single 

sample, this is, it consists of satisfactory depth information. Images of this type, also appertained to as black-and-white, are 

composed solely of sun tones of argentine (0- 255), colorful from black (0) on the weakest depth to white (255) at the maximum 

effective. 

Grayscale snap shots are extremely good from one- bit black-and-white snaps, which in the environment of laptop imaging are 

snaps with only the 2 sun sunglasses, black, and white ( also known asbi-diploma or double prints). Grayscale snap shots have 

numerous sun sun tones of slate in among. Grayscale prints are also appertained to as monochromic, denoting the absence of any 

polychromatic interpretation. 

Grayscale snaps are constantly the quit end result of measuring the intensity of moderate at every pixel in a single band of the 

electromagnetic diapason (e.G. Infrared, seen mild, ultraviolet, and lots of others.), and in similar cases they will be monochromic 

proper at the same time as simplest a given frequence is captured. But also they may be synthesized from a whole color picture; see 

the phase roughly changing to grayscale. 

Color image 

A (digital) color image is a virtual snap that includes shade records for every pixel. Each pixel has a specific rate which determines 

its appearing shade. This figure is certified by means of manner of 3 figures giving the corruption of the color inside the 3 number one 

sun tones Red, Green and Blue. Any shade seen to mortal eye may be represented this manner. The corruption of a color inside the 

3 number one tinges is quantified through some of amongst 0 and 

255. For case, white may be enciphered as R = 255, G = 255, B = 255; dark can be appertained to as (R, G, B) = (); and say, 

amazing pink may be (). 

In great expressions, an print is an ferociousdimensional array of color values, pixels, each of them enciphered on three bytes, 

representing the 3 primary tones. This allows the image to encompass a completed of 256x256x256 = 16. Eight million particular 

tones. This approach is likewise appertained to as RGB garbling, and is particularly knitter- made to mortal imaginative and 

visionary 

 

II.LITERATURE SURVEY 

[1] M. Mizuochi, A. Kanezaki, Lately, the online shopping request has been expanded, which has advanced studies of 

apparel reclamation via image hunt. For this study, we 

develop a new apparel reclamation system considering original similarity, where druggies can recoup their asked clothes which 

are encyclopedically analogous to an image and incompletely analogous to another image. We propose a system of rendering 

global features by incorporating original descriptors uprooted from multiple images. Likewise, we design a system 

thatreevaluates affair of analogous image hunt by the similarity of original regions. We demonstrated that our system increased the 

probability of druggies chancing their asked clothes from39.7-55.1, compared to a standard analogous image hunt system with 

global features of a single image. Statistical significance is proven using t- tests. 

[2] S. O'Hara and B. A. Draper The once decade has seen the growing fashionability of Bag of Features (BoF) approaches 

to numerous computer vision tasks, including image bracket, videotape hunt, robot localization, and texture recognition. Part of the 
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appeal is simplicity. BoF styles are grounded on orderless collections of quantized original image descriptors; they discard spatial 

information and are thus conceptually and computationally simpler than numerous indispensable styles. Despite this, or maybe 

because of this, BoF- grounded systems have set new performance norms on popular image bracket marks and have achieved 

scalability 

Improvements in image reclamation. This paper presents an preface to BoF image representations, describes critical design 

choices, and surveys the BoF literature. Emphasis is placed on recent ways that alleviate quantization crimes, ameliorate point 

discovery, and speed up image reclamation. At the same time, undetermined issues and abecedarian challenges are raised. Among 

the undetermined issues are determining the stylish ways for slice images, describing original image features, and assessing system 

performance. Among the more abecedarian challenges are how and whether BoF styles can contribute to localizing objects in 

complex images, or to associating high- position semantics with natural images. This check should be useful both for introducing 

new investigators to the field and for furnishing being experimenters with a consolidated reference to affiliated work. 

A. Nodari, M. Ghiringhelli In this study we propose a mobile operation which interfaces with a Content- Grounded Image 

Retrieval machine for online shopping in the fashion sphere. Using this operation it's possible to take a picture of a garment to 

recoup its utmost analogous products. The proposed system is originally presented as an operation in which the stoner manually 

elect the name of the subject framed by the camera, before transferring the request to the garçon. In the alternate part we 

propose an advanced approach which automatically classifies the object of interest, in this way it's possible to minimize the 

trouble needed by the stoner during the query process. In order to estimate the performance of the proposed system, we've 

collected three datasets the first contains apparel images of products taken from different online shops, whereas for the other 

datasets we've used images and videotape frames of clothes taken by Internet druggies. The results show the feasibility in the use 

of the proposed mobile operation in a real script 

III.EXISTING SYSTEM 

Weighted double-low-rank decomposition method(WDLRD )is used for fabric defect detection. This method regularizes 

the background matrix and defect matrix with a weighted nuclear norm, by which the matrix singular values can be shrunk 

differently to preserve the most important information. A defect prior map is constructed to guide the defect detection. In addition, 

a noise matrix is used to capture the noise or other interference on fabric images. An alternating direction method of multipliers 

(ADMM)-based algorithm is used to solve the optimization problem. Experiments on different fabric 

databases were conducted to evaluate the defect detection performance. It can obtain moderate accuracy and lower false alarm 

rates on plain and regular patterned fabric images. 

IV.PROPOSED SYSTEM: 

The proposed system provides automatic fabric fault detection. The recognition receives a digital fabric image from the 

image acquisition device and transforms it to a binary image using the restoration and threshold methods. This project presents a 

technique that decreases physical exertion. It presents a technique that decreases physical exertion. Proposed system uses 

Segmentation, Feature extraction Neural network, Thresholding, Fusion. It also Histogram equalizations aim of preprocessing is 

an improvement of the image data that suppresses undesired distortions or enhances some image features relevant for further 

processing and analysis task. The image may vary depends on more information like contrast, energy, etc.. The main aim to use 

this process is to get features from an image. This feature extraction plays a major role in training process and after the process the 

features are classified by using NN/feature matching/fusion. So, this is a one of the necessary process in this project. 

V.BLOCK DIAGRAM 

digital computer. It's a subfield of signals and systems but concentrate particularly on images. DIP focuses on developing a 

computer system that's suitable to perform processing on an image. The input of that system is a digital image and the system 

process that image using effective algorithm It allows a important wider range of algorithms to be applied to the input data and 

can avoid problems similar as the figure-up of noise and deformation during processing.. 

1. Importing the image via image acquisition tools; 

2. Analyzing and manipulating the image; 

3. Output in which result can be altered image 

Module 1: 
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user will either specify the desired proportion of every color (75% inexperienced and twenty 

ImagePre-processing is a common name for operations with images at the smallest position of abstraction. Its input and affair are 

intensity images. The end ofpre-processing is an enhancement of the image data that suppresses unwanted deformations or 

enhances some image features important for farther processing. 

Implementation Process 

List of Modules 

PREPROCESSING • HSV Color conversion 

Digital image processing deals with • Segmentation 

manipulation of digital image processing • Feature extraction 

 

HSV color conversion RGB2HSV 

1) Color Feature based Retrieval: 

Several ways in which for retrieving photos on the premise of color similarity unit of measurement pictured at intervals the 

literature, however most are variations on constant basic prepare. Every image other to the gathering is analyzed to calculate a 

Jim Crow graph that shows the proportion of pixels of every color at intervals the image. The color chart for every image is then 

keeping at intervals the information. At search time, the fifth red, for example), or submit Associate in Nursing example image 

from that a Jim Crow graph is calculated. Either way, the matching technique then retrieves those photos whose color histograms 

match those of the question most closely. The matching technique most typically used, chart intersection, was initial developed 

by beau and Ballard. Variants of this system unit of measurement presently utilized in a {very} very high proportion of current 

CBIR systems. ways in which of rising on beau and Ballard’s original technique embody the employment of accumulative color 

histograms, combining chart intersection with some an area of spatial matching, and therefore the use of regionbased color 

querying. The results from style of those systems will look quite spectacular. 

HISTOGRAM-BASED IMAGE SEARCH 

The color bar chart for an image is formed by count the number of pixels of each color. Retrieval from image databases practice 

color histograms has been investigated in [tools, fully, automated]. In these studies the developments of the extraction algorithms 

follow a similar progression: (1) selection of a color space, 

(2) division of the color space, (3) computation of histograms, (4) derivation of the bar chart distance perform, (5) identification 

of assortment shortcuts. each of these steps is additionally crucial towards developing a successful algorithm. 

 

There square measure several difficulties with chart based totally retrieval. the first of these is that the high property of the color 

histograms. Even with forceful division of the color space, the image chart feature spaces can occupy over 100 dimensions in real 

valued area. This high property ensures that ways of feature reduction, pre-filtering and hierarchical 

 

categorization ought to be implemented. the huge property collectively can increase the standard and computation of the house 

perform. It notably complicates `cross' distance functions that embrace the activity distance between chart bins. 

 

Color histogram Definition: 

 

An image bar chart refers to the chance mass perform of the image intensities. this may be extended for color footage to capture 

the joint possibilities of the intensities of the three color channels. further formally, the color 

chart is printed by, 

 
 

 

where A , B and C represent the three color channels (R,G,B or H,S,V) and N is that the range of pixels among the 

image. Computationally, the color bar chart is made by discrediting the colors at intervals an image and enumeration the number of 

pixels of each color. 

 

Since the quality pc represents color pictures with up to 224 colors, this technique usually desires substantial division 

of the color house. the foremost issues regarding the employment of color histograms for assortment involve the choice of color 

house and division of the color house. Once a perceptually uniform 

 

color home is chosen uniform division is additionally acceptable. If a non-uniform color home is chosen, then non-uniform 

division is additionally needed. usually smart issues, prefer to be compatible with the electronic computer show, encourage the 

alternatives of uniform division and RGB color house. the color bar chart are thought of as a gaggle of vectors. For gray-scale 
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footage these unit a pair of dimensional vectors. One dimension provides the price of the gray-level and thus the choice the count of 

pixels at the graylevel. For color footage the color histograms unit composed of 4-D vectors. This makes color histograms very 

hard to determine. There are a unit several loss approaches for viewing color histograms, one altogether the most effective is to 

seem at severally the histograms of the color channels. this sort of visual image can illustrate variety of the salient choices of the 

color bar chart. 

 

Color Uniformity: 

 

The RGB color space is way from being perceptually uniform. to urge associate honest color illustration of the image 

by uniformly sampling the RGB house it is necessary to select out the division step sizes to be fine enough such distinct colors 

do not appear to be assigned to constant bin. The drawback is that 

oversampling at constant time produces a much bigger set of colors than is additionally needed. the increase among the range of 

bins among the bar chart impacts performance of knowledge retrieval. large sized histograms become computationally unwieldy, 

notably once distance functions unit computed for many things among the data. Moreover, as we've got a bent to shall see among 

subsequent section, to possess finer but not perceptually uniform sampling of colors negatively impacts retrieval effectiveness. 

 

However, the HSV color house mentioned earlier offers improved activity uniformity. It represents with equal stress the 

three color variants that characterize color: Hue, Saturation and worth (Intensity). This separation is participating as a results of 

color image method performed severally on the color channels does not introduce false colors. moreover, it's easier to complete 

many artifacts and color distortions. as associate example, lighting and shading artifacts area unit usually be isolated to the 

lightness channel. but this color home is typically inconvenient due to the nonlinearity in forward and reverse transformation 

with RGB house. 

 

Module 2 

Segmentation 

Model based segmentation 

The central supposition of such an approach is that structures of interest/ organs have a repetitious form of figure. Thus, one can 

seek for a probabilistic model towards explaining the variation of the shape of the organ and also when segmenting an image put 

constraints using this model as previous. Such a task involves (i) enrollment of the training exemplifications to a common 

disguise, 

(ii) probabilistic representation of the variation of the registered samples, and 

statistical conclusion between the model and the image. State of the art styles in the literature for knowledge- grounded 

segmentation involve active shape and appearance models, active silhouettes and deformable templates and position- set 

grounded       styles. Multi-scale segmentation Image segmentations are reckoned at multiple scales in scale- space and 

occasionally propagated from coarse to fine scales, see segmentation. Segmentation criteria can be arbitrarily complex and may 

take into account global as well as original criteria. A common demand is that each region must be connected in some 

sense. 

 

IMAGE SEGMENTATION 

Image segmentation is a process of partitioning an image into nonintersecting regions similar that each region is homogeneous 

and the union of two conterminous regions isn't homogeneous. Thresholding grounded styles can be classified according to global 

or original thresholding and also as eitherbi-level thresholding or multi thresholding. 

For the forenamed data, we decided to consider the nonparametric and unsupervised Otsu’s thresholding system. 

 

K- MEANS SEGMENTATION 

K- means is one of the simplest unsupervised literacy algorithms that break the well given clustering problem. The procedure 

follow a simple and easy way to classify a given data set through a certain number of clusters ( assume k clusters) fixed a priori. 

These cancroid should be placed in a cunning way because of different position causes different result. So, the better choice is to 

place them as much as possible far down from each other. The coming step is to take each point belonging to a given data set and 

associate it to the nearest centred. When no point is pending, the first step is complete and an early group age is done. At this point 

we need tore-calculate k new centroids as bary 

centers of the clusters performing from the former step. After we've these k new centroids, a new list has to be done between the 

same data set points and the nearest new centred. A circle has been generated. As a result of this circle we may notice that the k 

centroids change their position step by step until no further changes are done. In other words centroids don't move any further. 

Eventually, this algorithm aim at minimizing an objective function, in this case a square error function. 
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HIERARCHICAL SEGMENTATION 

A hierarchical set of image segmentations is a set of several image segmentation of the same image at different situation of detail 

in which the segmentation at coarser situation of detail can be produced from simple merges of regions at finer situations of detail. 

A unique point of hierarchical segmentation is that the member or region boundary are maintain at the full image spatial resolution 

for all segmentation. In a hierarchical segmentation, an object of interest may be represented by multiple image parts in finer 

situations of detail in the segmentation scale, and may be intermingled into a girding region at coarser situations of detail in the 

segmentationhierarchy.However, the object of interest will be represented as a single region member at some 

intermediate position of segmentation detail, If the segmentation scale has sufficient resolution. 

A thing of the subject analysis of the segmentation scale is to identify the hierarchical position at which the object of interest is 

represented by a single region member. The object may also be linked through its spectral and spatial characteristics. Fresh 

suggestions for object identification may be attained from the geste of the image segmentations at the hierarchical segmentation 

position over and below the position at which the object of interest is represent by a single region. 

The Otsu’s thresholding system may be recommend as the simplest and standard system for automatic threshold selection, which 

can be applied to colorful practical problem. Although the Otsu’s thresholding system is generally applied to images with a 

bimodal histogram, it may also give a meaningful result for unimodal or multimodal histograms where a precise delineation of 

the objects present on the scene isn't a demand. The crucial conception behind this system is to gain an optimal threshold that 

maximizes a function of the threshold position. The optimal threshold is named by a discriminate criterion, in order to maximize the 

separability of the attendant classes in argentine situations. The procedure 

utilizes only the zeroth-and the first- order accretive moments of the argentine position histogram. 

Module 3: 

Feature extraction 

Gray-Level Co-Occurrence Matrix: 

To produce a GLCM, use the graycomatrix function. The graycomatrix function create gray-level co-occurrence matrix (GLCM) 

by calculating how frequently a pixel with the intensity ( argentine- position) value i occurs in a specific spatial relationship to a 

pixel with the valuej. By dereliction, the spatial relationship is defined as the pixel of interest and the pixel to its immediate right 

(horizontally conterminous), but you can specify other spatial connections between the two pixels. Each element (i, j) in the 

attendant GLCM is simply the sum of the number of time that the pixel with value i passed in the specified spatial relationship 

to a pixel and value j in the input image. Because the processing needed to calculate a GLCM for the full dynamic range of an 

image is prohibitive, graycomatrix scale the input image. By dereliction, graycomatrix uses scaling to reduce the number of 

intensity values in argentine scale image from 256 to eight. The number of argentine situations determines the size of the 

GLCM. To control the number of argentine situations in the GLCM and the scaling of intensity values, using the Num Situations 

and the Gray Limits parameters of the graycomatrix function. See the graycomatrix reference runner for further information. 

The gray-level co-occurrence matrix can reveal certain parcels about the spatial distribution of the argentine situations in the 

texture image. For illustration, if utmost of the entries in the GLCM are concentrated along the slant, the texture is coarse with 

respect to the specified neutralize. To illustrate, the following figure shows how graycomatrix calculate the first three values in a 

GLCM. In the affair GLCM, element () contains the value 1 because there's only one case in the input image where two 

horizontally conterminous pixels have the values 1 and 1, independently. 

GLCM () contains the value 2 because there are two cases where two horizontally conterminous pixels have the values 1 and 2. 

Element () in the GLCM has the value 0 because there are no cases of two horizontally conterminous pixels with the values 1 and 

3. graycomatrix continues recycling the input image, surveying the image for other pixel dyads (i, j) and recording the totalities in 

the matching rudiments of the GLCM. 

 

 
 

To produce multiple GLCMs, specify an array of equipoises to the graycomatrix function. These equipoises define pixel 

connections of varying direction and distance. For illustration, you can define an array of equipoises that specify four directions ( 

vertical, perpendicular, and two inclinations) and four distances. In this case, the input image is represent by 16 GLCMs. When 
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you calculate statistics from these GLCMs, you can take the normal. 

 

You specify these equipoises as a p-by-2 array of integers. Each row in the array is a two- element vector, 

(row_offset,col_offset), that specifies one neutralize. Row_offset is the number of row between the pixel of interest and its 

neighbor.Col_offset is the number of column between the pixel of interest and its neighbor. This illustration creates an neutralize 

that specifies four directions and 

 

4 distances for each direction. After you produce the GLCMs, you can decide several statistics from them using the graycoprops 

function. These statistics give information about the texture of an image. Statistic such a as Contra, Correlation, Energy, 

Homogeneity gives information about image. 

 

Result analysis: Fig 1: 

 
 

Fig 2: 

 

 

 
 

Fig 3: 
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VI.CONCLUSION 

In this paper, we proposed recognition types of clothing by using a combination HSV conversion and feature matching 

classification base on Bag of Feature. The three sub-window can optimize and improve the performance of interest point detection 

with height accuracy score. The experiment showed the proposed method achieves precision score 73.57%.In future we 

increased the performance of this process and able to get more accuracy. 
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