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Abstract: Recently, research and utilization of distributed storage and processing systems for 

large-scale data processing and management are becoming important. Hadoop is widely used 

as a representative distributed storage and processing framework. Task assignment in Map-

Reduce, which is performed based on the Hadoop distributed file system, is assigned as close 

as possible considering the locality of data. However, in the data analysis work in Map-Reduce, 

there is data that is frequently requested depending on the type of work. In this case, due to the 

low locality of the data, it causes problems of an increase in execution time and delay of data 

transmission. In this paper, we propose a Least Recently Used LRU-data replication technique 

according to the data access pattern to improve the processing speed of Map-Reduce. In the 

proposed method, data locality is improved by using a replica optimization algorithm for LRU-

data showing high access frequency according to the data access pattern, and consequently the 

operation time is reduced. As a result of the performance evaluation, it was confirmed that the 

load of the access frequency was reduced compared to the existing technique. 
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I. INTRODUCTION 

 With the recent growth of social media and the deployment of digital devices such as mobile devices in all areas of life, 

various types of large-scale data are rapidly being created, distributed, and stored in our daily lives. At the same time, efforts to 

accumulate and analyze vast amounts of data are continuing.  

 

 This is because new values that have not been seen before are systematically derived through the analysis of various 

digitally accumulated data. It seems that research to utilize big data, which has been an issue steadily for several years, is on 

track in earnest. To cope with this exponentially growing data with commercial solutions, the resulting cost burden must also 

increase exponentially [1][2]. Therefore, research and utilization of distributed storage and processing systems for large-scale 

data processing and management are becoming important, and the answer is recently being obtained from open source solutions. 

Hadoop [3] [4][5]vis a representative open source software framework that supports distributed applications for storing and 

processing large-scale data.  

 

Hadoop is a Hadoop Distributed File System (HDFS) for storing large-scale data of more than petabytes in a cluster 

environment [6] and MapReduce [5][7][8] to support parallel processing based on it. It consists of a framework. The Hadoop 

distributed file system and Map-Reduce are receiving a lot of attention due to their high usability as confirmed in real cases, and 

studies for further performance improvement are being actively conducted [6][7][9].The Map-Reduce framework is composed 

of Map and Reduce functions that are commonly used in functional programming. In the map stage, according to the definition 

of the function, chunks (data blocks) are read and the processed data is changed into a key-value form, and in the reduce stage, 

the result of the map stage is merged and output. The Hadoop distributed file system basically stores three chunk copies in node, 

rack, and off-rack in consideration of data loss or failure. Task assignment in Map-Reduce, which is performed based on the 

Hadoop distributed file system, is assigned as close as possible considering the locality of data[10].  

 

In other words, if a task is assigned to the node where the chunk required to perform the task is located, or if the node 

is performing another task, it is another node in the rack where the node is located, and all other nodes in the rack where the node 

is located also perform different tasks[11][12][13]. If it is in the middle, it allocates the task of another rack to the node that is 

not performing. At this time, if the data to be processed is located in another node, additional operations such as data search, 

access, and transmission are required to call the corresponding chunk to the processing node, which increases the execution time 

of the corresponding operation.  

 

 In addition, by occupying a limited bandwidth on a network composed of multiple nodes, there is a problem 

of delaying the transmission of other data as well.In the data analysis work in Map-Reduce[10][12], there is data that is frequently 

requested according to the type of work. For example, when performing comparison with specific dictionary data, the dictionary 

data as a reference is required by most nodes. When data comparison is performed, it causes problems of increase in execution 

time and delay of data transmission when the locality of prior data is low [15].Considering these problems, in this paper, we 
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propose a LRU-data replication technique according to the data access pattern to improve the processing speed of Map-

Reduce[16][17]. The proposed method utilizes the replica optimization algorithm for LRU data with high access frequency 

according to the data access pattern. To solve As a result, it is possible to reduce the task execution time by improving data 

locality.The structure of this paper is as follows. Section 2 describes the problems and research objectives of the previously 

proposed Hadoop framework. Section 3 describes the LRU-data replication technique according to the data access pattern to 

improve the processing speed of the proposed Map-Reduce. Section 4 shows the superiority of the proposed technique through 

performance evaluation with existing techniques, and the final section 5 presents conclusions and future research directions. 

 

II.PREVIOUS WORK 

Techniques for processing large amounts of data are being actively studied. Hadoop, a representative framework for 

processing such large amounts of data, supports distributed applications that can process large amounts of data. Hadoop is a 

technology that implements the Hadoop distributed file system using the Google File System (Google File System) [9][16][18], 

the underlying system used in Google , and Map-Reduce, a data distributed processing framework based on it. Map-Reduce 

processes data by combining two functions, Map and Reduce. Map is a process that accepts a set of data and creates new data 

through predetermined processing[19]. 

 

As shown in [Figure 1], the Hadoop framework is divided into the MapReduce and Hadoop file systems described 

above. The job tracker of the master node allocates the job to the task tracker of each slave node in consideration of the job 

execution time and the location of the data node. And since Namenode manages metadata including the location of each chunk 

of data when initial data is input, it is used when job trackers use a shovel. Then, the initial batch of data is randomly discharged, 

and basically 3 chunk copies are maintained in consideration of data loss or failure. 

 

However, in the data analysis work in Map-Reduce, there is data that is frequently requested depending on the type of 

work. For example, when performing comparison with specific dictionary data, the dictionary data that serves as a reference is 

required by most nodes[20]. When data non-table is performed, it causes problems of delay in data transmission and increase of 

execution time in a state where the locality of the dictionary is low. And when arranging data in the chunk size in data node, 

when arranging each chunk data in chunk size in 3 nodes, 3 copies of each chunk size are randomly placed without considering 

the location so that the same data skewed phenomenon appears in a similar position[21][22]. 

 

Considering this problem, it is necessary to extract LRU-data according to the access frequency and then create a chunk 

replica to reduce the load on the node and to solve the data clustering phenomenon by replicating locality in consideration. 

 
Figure 1: Hadoop Framework 

 

III.PROPOSED METHOD 
 

a. Structure of the proposed system 

 In this section, we propose a LRU-data replication algorithm that considers data access patterns to improve map-reduce 

processing speed. In the proposed method, in order to solve the node load problem according to the data analysis work type in 

the existing Map-Reduce and the clustering of data arrangement, the data access management table is created in the namenode 

and then LRU-data according to the access frequency. After extraction, the number of copies is calculated. In addition, in order 

to solve the phenomenon of data aggregation, replicas are placed in consideration of locality as much as possible. The system 

structure of the proposed method is similar to that of the existing method, but the name node of the Hadoop framework has been 

modified. Namenode records the location of each chunk of data through file metadata and records the access frequency through 

the access frequency table to use it for LRU-data extraction. In addition, replicas that consider locality as much as possible 

through data node location information are additionally placed. 

b. Data Extraction 

In the proposed technique, data access patterns are recorded in NameNode to extract LRU-data. In the Map-Reduce 

framework, a job submitted from a client is divided into tasks by the job tracker and assigned to the task tracker. In order to find 
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the data required to perform the job, the task tracker accesses the Hadoop distributed file system and utilizes the metadata. To 

implement the proposed technique, a module for identifying the data access frequency of a task is loaded on the NameNode that 

manages data, and an access pattern storage structure is created. The file name is the name including the location of the original 

file, the replica list is a list of names including the location of the replica, the block ID indicates the location of the block where 

the replica is stored in the data node, and the access number indicates the number of accesses to each replica indicates.The access 

frequency per average task processing time is used to derive the optimal number of replicas according to the access frequency. 

At this time, the average task processing time is calculated based on Equation (1). 

 
Equation (1) means the total task assigned to all nodes per job processing time by the Hadoop framework from the 

client. Through this, it is possible to calculate the optimal number of replicas based on the average processing time per task. 

Equation (2) shows the operation to calculate the number of copies of each data using the average task processing time, number 

of accesses, and data storage time. 

 
 

 
 

Figure 2. Data replication algorithm. 

 

c. Replica replacement algorithm 

In the proposed method, after calculating the optimal number of replicas, a placement strategy is taken that considers 

locality as much as possible, rather than randomly placing replicas. As shown in [Figure 4], the Hadoop framework uses an IP 

address allocation policy based on distance internally. In detail, the closer the address matches, the closer it can be said to a node. 

Replicas are placed using address assignments according to these distances . To evenly distribute replicas, placement of replicas 

checks the addresses of existing data placement nodes and places them where data does not exist. For example, if data exists 

only in node 10.0.1.1, the replica is placed in 10.1.YY first. With this replica placement policy, it is possible to maximize the 

locality of data. 
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IV.EXPERIMENTAL RESULTS 

In this section, to prove the superiority of the proposed method, performance evaluation was performed through 

simulation with the existing Hadoop framework [3]. This simulation was performed by implementing its own Java simulator. 

[Table 1] shows the performance evaluation environment. After fixing the total number of nodes in the cluster to 100 and the 

total chunk data to 1000, the comparison data required for task execution was changed to 50 and 200, and the standard deviation 

of the access frequency of all nodes was compared and evaluated. Here, comparison data refers to data that requires frequent 

data access because it requires comparison with other data during query processing. In addition, query processing time according 

to changes in network bandwidth was compared and evaluated. 

 

        Table 1: System configuration 
 

parameter value 

Total Nodes (EA) 100 

Whole Chunks of 

Data (pcs) 

1000 

Comparison data 

(pieces) 

 

Bandwidth (Mb/s)  

 

 
Figure 3: Replica replacement policy 

 

 

 

 
Figure 4: Hadoop vs Proposed performance 

 

Figure 4  and 5 compares and evaluates query processing time according to bandwidth. In this performance evaluation, 

the total number of nodes is 100, and the total number of chunks of data is 1000 and 200 data for comparison. By law, the node 

load is reduced by increasing the number of replicas to reduce the query processing time and consequently to minimize. It is 

possible As a result of performance evaluation, compared to the existing Hadoop the average query processing time in the 

proposed method is about 55% decreased. In this paper, comparison data with the existing Hadoop framework the standard 

deviation and bandwidth of node access frequency according to the number of the query processing time according to the change 

was compared. As a result the access load concentrated on the node that stores the comparison dataIt was confirmed that it is 

distributed to other nodes, and as a resultIt was confirmed that the query processing speed was improved. 
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Figure 5: Bandwidth comparison between Hadoop and proposed method 

 

V.CONCLUSION 

In this paper, we analyze the problems of existing techniques and analyze data access patterns to improve the processing 

speed of MapReduce. A replication technique was proposed to suggest according to the data access pattern, the proposed 

algorithm requires a high frequency of access. A replica optimization algorithm for visible is proposed to improve data locality 

and reduce processing time. As a result of the performance evaluation, the proposed method is compared to the existing 

technique, the load on the frequency of access is reduced by about 8% on average. The experimental results confirmed that the 

average query processing time was reduced by 55%. 
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