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Abstract: The rapid increase in the use of drones or Unmanned Aerial Vehicles (UAVs) for 
both commercial and recreational purposes has introduced new challenges related to security, 
privacy, and safety. Drones can be misused for illegal activities such as smuggling, spying, and 
even weaponization, creating a critical need for efficient, cost- effective detection systems. 
Traditional drone detection methods, like radar-based systems, are often costly, complex, and 
inaccessible for smaller scale deployments This project proposes a low- cost, AI- based drone 
detection system built using a Raspberry Pi and camera module, offering an affordable and 
scalable solution for monitoring unauthorized drones in various environments. The core idea 
behind this project is to use computer vision techniques, combined with machine learning 
models, to detect drones in real time through image feeds captured by the camera. The system 
employs image recognition algorithms, particularly convolutional neural networks (CNNs), to 
distinguish drones from other flying objects or environmental noise. Raspberry Pi serves as the 
primary processing unit, running the detection model and providing real- time alerts when 
drones are detected. The use of a Raspberry Pi is advantageous due to its small size, low cost, 
and ability to process real- time data, making it suitable for a wide range of applications, 
including personal and commercial use. 
 
 

 

I.INTRODUCTION 

Unmanned Aerial Vehicles (UAVs), commonly known as drones, have become ubiquitous across industries due to 

their versatility and ease of use. From aerial photography and delivery services to surveillance and military operations, drones 

offer significant benefits across multiple sectors. However, the growing availability of consumer- grade drones also raise 

concerns over security breaches, privacy violations, and potential threats to critical infrastructure. In recent years, several 

incidents involving drones near airports, government buildings, and public events have underscored the need for effective 

drone detection systems. Conventional methods of drone detection, such as radar systems, often come with high costs and 

limitations in detecting smaller, low- flying drones. Additionally, radar systems can sometimes produce false positives by 

mistaking birds or other flying objects for drones. This is where AI- driven computer vision techniques come into play, 

offering an alternative approach for identifying drones with higher precision. By utilizing image- based detection, drones can 

be recognized through visual analysis, reducing the possibility of false detections. 

Figure 1: Identification of object                                           Figure 2: detection of drone 
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II.REQUIREMENTS AND METHODS 

Requirements 

Hardware 

 Raspberry Pi (model 3B or later recommended for performance). 

 Raspberry Pi camera module (for real-time video capture). 

 Buzzer (for audible alerts). 

 SD card (to store the Raspberry Pi). 

 Power supply (for Raspberry Pi).  

 Wi-Fi module (for internet connectivity and telegram API integration, if not using Raspberry Pi 3B+ or later which has 

built-in Wi-Fi). 

 Jumper wires and connectors for hardware interfacing. 

 

Software 

 Raspberry Pi OS (formerly Raspbian)– The operating system for the Raspberry Pi. 

 Python 3.x– The primary programming language for the project. 

 OpenCV– A library for image processing and computer vision tasks. 

 TensorFlow/Keras– For running the machine learning models. 

 

Methodology 

The methodology for this project is divided into several stages, including system design, data collec- tion, model 

training, integration, and testing. The project employs a Raspberry Pi as the primary pro- cessing unit, coupled with a camera 

module for image input. The overall system workflow includes capturing live image, processing the images using machine 

learning models, detecting drones in real- time, and triggering alerts when a drone is identified. 

 

1. System Design: 

● Hardware Setup: The system usesa Raspberry Pi, chosen for its improved processing capabilities and compatibility with 

camera modules. An appropriate camera module is connected to capture live images. 

 

● Software Components: The Raspberry Pirunson a Linux- based operating system, typically Rasp- berry Pi OS. The 

project utilizes Python as the primary programming language due to its flexibility and extensive libraries for computer 

vision (OpenCV) and machine learning (TensorFlow, Keras). 

 

2. Data Collection: 

A crucial step in the development of the drone detection system is gathering a comprehensive dataset. Drone images 

are sourced from online databases, public datasets, and custom data collection through live recordings. The dataset includes 

various types of drones, backgrounds, lighting conditions, and weather scenarios to improve the model’ s generalizability. 

The data is divided into training and validation sets, ensuring the model is tested on a broad range of scenarios. 

 

3. Model Training: 

CNN is employed to fine- tune the pre- trained models on the drone dataset. CNN allows the model to retain pre 

learned knowledge from large- scale datasets, reducing the amount of training data needed for this specific application. The 

model is trained to detect drone patterns, differentiate them from other airborne objects, and recognize drones under various 

lighting conditions. 

 

4. Integration with Raspberry Pi: 

The trained model is optimized for the Raspberry Pi’ s hardware constraints. Techniques such as model pruning and 

quantization are applied to reduce the model’ s size and computational load. The camera module continuously captures real- 

time image, and the system processes each frame to detect drones. If a drone is detected, the system triggers an alert. 

 

5. Testing and Validation: 

Once the system is integrated, it undergoes rigorous testing in different environments, including out- door settings 

with complex backgrounds (trees, buildings, birds, etc.) and various lighting conditions. The system’ s performance is 

evaluated based on metrics like detection accuracy, false- positive rate, response time, and processing speed. Results are 

documented to measure how well the model detects drones and avoids false positives. 
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Figure 3: Block diagram AI-based drone threat detection and alrt system 

 

III.RESULTS 

The implemented drone detection system demonstrated reliable performance in real-world conditions. Using a 

trained deep learning model, the system achieved high classification accuracy in distinguishing drones from non drones. The 

average detection accuracy was around 92%, with minimal false positives. The model performed consistently across various 

lighting and background scenarios. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 4: Hardware Diagram 

 

However, some challenges occurred in low-light conditions where the camera struggled with clarity. The confusion 

matrix showed strong recall and precision for the drone class. The detection latency, from capture to classification, was 

approximately 3-5 seconds. This makes the system suitable for near real-time surveillance. GPU acceleration during 

inference helped maintain consistent processing time. Overall, the system met the design goal of real-time, accurate detection. 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 5: Drone Threat Detection and Alert System 
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The buzzer or alert system on Raspberry Pi reacted almost instantly to drone detections. Once the response JSON 

indicated a drone, the Pi triggered an alert in under 1 second. This fast response time is critical for high-security zones or 

restricted airspaces. The speaker/buzzer generated a clear and continuous alarm as long as the detection persisted. Testing 

involved both indoor and outdoor trials with different drone orientations. The alert system also proved reliable under 

continuous operation for several hours. In future iterations, the alert can be enhanced with LED flashing or external device 

activation. The sound-based notification is especially useful in remote or rural deployments. Overall, the response time and 

reliability were satisfactory. The Flask API backend successfully handled image uploads from the Raspberry Pi without 

interruption. Stress testing with continuous uploads every 5 seconds showed consistent performance. The API could process 

and respond to each request within 1–2 seconds. Uploaded images were correctly saved in their respective folders based on 

the model’s output. File naming with timestamps ensured no overwrites or duplication issues. The backend scaled well on 

local and cloud deployments. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 6: Image Upload and Backend Stability. 

 

The React frontend effectively displayed real-time drone and non-drone images with minimal lag. Periodic refresh 

using polling (every 5 seconds) allowed for updated image visualization. Images were loaded from the correct folders and 

rendered in clean, labeled sections. The UI provided an intuitive layout for users to identify threats immediately. Pagination 

prevented overloading the interface when many images were stored. Filtering and sorting options were added for better 

usability.  

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 7: Real-time React Frontend Updates 

 

Testing on different browsers confirmed frontend compatibility and responsiveness. Image loading was optimized 

using lazy loading for better performance. The ability to view confidence scores added transparency to predictions. User 

experience was rated highly during a small user study. 

 

IV.DISCUSSION 

1. System Performance and Accuracy 

The implemented drone detection system demonstrated reliable performance in real-world conditions. Using a 

trained deep learning model, the system achieved high classification accuracy in distinguishing drones from non-drones. The 

average detection accuracy was around 92%, with minimal false positives. The model performed consistently across various 
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lighting and background scenarios. However, some challenges occurred in low-light conditions where the camera struggled 

with clarity. The confusion matrix showed strong recall and precision for the drone class. The detection latency, from capture 

to classification, was approximately 3-5 seconds. This makes the system suitable for near real-time surveillance. GPU 

acceleration during inference helped maintain consistent processing time. Overall, the system met the design goal of real-

time, accurate detection. 

 

2. Image Upload and Backend Stability 

The Flask API backend successfully handled image uploads from the Raspberry Pi without interruption. Stress 

testing with continuous uploads every 5 seconds showed consistent performance. The API could process and respond to each 

request within 1–2 seconds. Uploaded images were correctly saved in their respective folders based on the model’s output. 

File naming with timestamps ensured no overwrites or duplication issues. Error logging helped catch and resolve occasional 

network failures. The use of Flask-CORS allowed smooth interaction with the React frontend. The backend scaled well on 

local and cloud deployments. CPU and memory usage remained within acceptable limits for a medium-sized server. These 

results validated the robustness of the backend service. 

 

3. Alert System Response Time 

The buzzer or alert system on Raspberry Pi reacted almost instantly to drone detections. Once the response JSON 

indicated a drone, the Pi triggered an alert in under 1 second. This fast response time is critical for high-security zones or 

restricted airspaces. The speaker/buzzer generated a clear and continuous alarm as long as the detection persisted. Testing 

involved both indoor and outdoor trials with different drone orientations. The alert system also proved reliable under 

continuous operation for several hours. In future iterations, the alert can be enhanced with LED flashing or external device 

activation. The sound-based notification is especially useful in remote or rural deployments. Overall, the response time and 

reliability were satisfactory. 

 

4. Real-time React Frontend Updates 

The React frontend effectively displayed real-time drone and non-drone images with minimal lag. Periodic refresh 

using polling (every 5 seconds) allowed for updated image visualization. Images were loaded from the correct folders and 

rendered in clean, labeled sections. The UI provided an intuitive layout for users to identify threats immediately. Pagination 

prevented overloading the interface when many images were stored. Filtering and sorting options were added for better 

usability. Testing on different browsers confirmed frontend compatibility and responsiveness. Image loading was optimized 

using lazy loading for better performance. The ability to view confidence scores added transparency to predictions. User 

experience was rated highly during a small user study. 

 

5. Classification Results on Test Dataset 

A custom test dataset of 500 labeled images was used to evaluate the model. The dataset was balanced, containing 

250 drone and 250 non-drone images from various angles. The trained model achieved 93% accuracy, 91% precision, and 

95% recall on this set. Drone images with partial occlusion or long distance sometimes caused misclassification. However, 

most errors occurred when drone-like objects (e.g., birds, flying toys) were present. Non-drone classes such as trees, rooftops, 

and birds were generally well classified. The model was able to distinguish even small drone silhouettes with good 

confidence. Augmented data improved performance in varied lighting and weather conditions. These test results confirmed 

the model’s generalizability and robustness. 

 

6. Error Analysis and Limitations 

Despite overall strong performance, some false positives and false negatives were observed. In particular, small 

drones flying far away were sometimes missed due to resolution limits. Similarly, birds or balloons were occasionally 

mistaken as drones. The false positive rate was around 4%, which may be acceptable but can be reduced. Factors like motion 

blur, oblique angles, or lens glare affected detection quality. Training data imbalance may have contributed to some 

misclassifications. Better preprocessing or using higher-resolution inputs could improve accuracy. Multimodal sensing 

(thermal, radar) could address current limitations. The system’s performance can also vary based on camera quality and 

placement. Future work will focus on minimizing these error sources. 

 

7. System Scalability and Load Testing 

To evaluate system scalability, multiple Raspberry Pis were simulated uploading images simultaneously. The Flask 

API handled concurrent requests efficiently up to 15 connections/sec. Performance dropped slightly beyond this, with 

increased response latency. Load testing using Apache Benchmark confirmed stable response rates under moderate load. The 

React UI also remained responsive under bulk image loads with over 1000 images. Memory management and caching 

strategies improved performance under stress. Adding asynchronous support (e.g., via FastAPI or Celery) could further 

enhance scalability. Horizontal scaling with load balancers would enable real-world deployment in large campuses. The 

system architecture supports easy scaling with minimal redesign. 

 

8. Environmental Testing and Outdoor Results 

Outdoor testing was conducted to evaluate performance under real environmental conditions. Tests included sunny, 
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cloudy, and evening light scenarios. The camera captured usable images in most lighting conditions, though evening shots 

had some blur. Drones flying at low to medium altitudes were reliably detected within a 15-meter range. Bright backgrounds 

occasionally caused overexposure, requiring contrast adjustment. Wind and movement did not significantly affect the 

camera’s stability on a tripod. The model maintained consistent performance with outdoor images, provided the  drone was 

visible and distinguishable. Night-time performance was limited due to insufficient lighting. Adding infrared or night vision 

support would expand usability. These field trials proved the system’s suitability for outdoor deployment. 

 

9. System Usability and User Feedback 

A usability study was conducted with 10 test users, including students and security personnel. Participants found 

the system intuitive and easy to operate. They appreciated the clear UI layout and visual classification of threats. Users 

suggested adding timestamps and downloadable logs, which were later implemented. The alert system was found effective, 

though volume control was requested. The overall experience was rated 8.7/10, indicating strong acceptance. Documentation 

and installation guides helped users get started quickly. Suggestions also included integrating a map for geolocation-based 

tracking. The positive feedback validated the system’s real-world readiness. Continuous feedback cycles can help refine the 

solution further. 

 

10. Comparative Summary with Existing Systems 

Compared to other drone detection systems using radar or RF-based technologies, this vision-based system is cost-

effective and easier to deploy. Traditional systems require expensive hardware and complex setup. In contrast, this system 

uses open-source tools and affordable components like Raspberry Pi. While radar offers better range, the camera-based model 

provides visual confirmation. The detection model here is adaptable, retrainable, and customizable. Unlike commercial 

systems, this one allows full control of data flow and customization. However, limitations in range and low-light performance 

still exist. Hybrid models could bridge this gap. The results indicate this system offers a practical trade-off between 

performance, cost, and flexibility. 

 

V.CONCLUSION 

The AI- based drone detection system presented in this project offers a low- cost, scalable, and efficient solution to 

the growing problem of unauthorized drones. By leveraging the power of Raspberry Pi, camera modules, and AI- driven 

computer vision techniques, the system is capable of detecting drones in real- time and alerting users to potential threats. The 

project successfully demonstrates the viability of using a Raspberry Pi as the processing platform for real- time drone 

detection, opening the door for further developments in AI- driven security solutions. 

The system’ s affordability, portability, and scalability make it suitable for various applications, ranging from airport 

security to personal property monitoring. However, challenges such as limited processing power and susceptibility to 

environmental factors must be addressed in future iterations. Despite these limitations, the project lays the ground- work for 

more advanced drone detection systems using AI on edge computing platforms. 
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