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Abstract: A lightweight CNN is designed for real-time detection of facial emotions, age, and 
gender. It integrates MTCNN for efficient face detection, passing coordinates to a custom 
emotion classifier and pre-trained Caffe models for age and gender prediction. MTCNN’s 
cascade detection optimizes memory and processing efficiency. The emotion model uses Global 
Average Pooling and depth-wise separable convolutions to improve interpretability and 
portability. Pre-trained Caffe models handle age and gender prediction with preprocessing like 
mean subtraction and blob formation. Real-time detection is achieved via OpenCV and Dlib, 
with results displayed when confidence exceeds 50%. Tested on the FER-2013 dataset, the 
emotion model achieves 67% accuracy using 0.496GB of memory, with a compact size of 872.9 

kilobytes for deployment across both static and dynamic inputs. 
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I.INTRODUCTION 

Facial emotion, age, and gender detection are increasingly important in fields like healthcare, security, and human-

computer interaction. Traditional systems often demand high computational resources, limiting real-time performance on 

devices with limited memory. To overcome these challenges, a lightweight Convolutional Neural Network (CNN) system is 

developed for real-time detection. It integrates Multi-Task Cascaded Convolutional Networks (MTCNN) for face detection, 

with custom CNN and pre-trained models handling emotion, age, and gender predictions. The system uses techniques like 

Global Average Pooling to optimize memory efficiency, and real-time processing is enabled via OpenCV and Dlib, ensuring 

effective performance across platforms. 

 

II. OBJECTIVE 

The mission focuses on developing a real-time system for detecting facial emotions, age, and gender using a 

lightweight convolutional neural network (CNN) to enhance classification efficiency. It aims to integrate MTCNN for precise 

face detection, transmitting coordinates to custom models for emotion classification and pre-trained Caffe models for age 

and gender prediction. This approach will optimize memory usage and processing time by utilizing techniques like Global 

Average Pooling and depth-wise separable convolutions. Additionally, preprocessing steps such as mean subtraction and 

blob formation will be employed to improve real-time prediction accuracy. Ultimately, the aim is to provide a portable and 

efficient solution for facial emotion, age, and gender detection across both static and dynamic inputs, ensuring reliable 

performance and easy deployment. 

 

III. LITERATURE SURVEY 

1. Real-time Face Detection using MTCNN: 
Zhang et al. (2016) introduced Multi-Task Cascaded Convolutional Networks (MTCNN), a widely adopted 

approach for face detection. The model effectively handles facial landmarks and face detection in a cascaded manner, 

optimizing both accuracy and speed. MTCNN is highly efficient for real-time applications due to its ability to detect face 

regions while minimizing memory usage, making it suitable for tasks requiring low-latency processing, such as facial 

emotion and attribute detection. 

 

2. Emotion Classification using CNNs: 
Li et al. (2018) explored using deep convolutional neural networks (CNNs) for emotion classification based on 

facial expressions. Their work demonstrated the effectiveness of CNNs in extracting hierarchical features, achieving high 

accuracy on benchmark datasets like FER-2013. The use of Global Average Pooling layers in place of fully connected layers 

was found to enhance interpretability by associating feature maps with emotions, while reducing the model’s complexity and 

improving portability. 
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IV.EXISTING SYSTEM 

Facial emotion, age, and gender detection systems often rely on robust machine learning models that demand 

significant memory and processing power, making real-time performance challenging on resource-constrained devices. 

While Convolutional Neural Networks (CNNs) are effective for emotion detection, their size and computational intensity 

limit deployment. Pre-trained models like VGGNet or ResNet require high-end hardware, and Caffe-based models involve 

time-consuming preprocessing. Additionally, separate face detection algorithms, such as Haar cascades or HOG-SVM, 

introduce latency and increase memory overhead. 

 

V. PROPOSED SYSTEM 

This lightweight Convolutional Neural Network (CNN) detects facial emotions, age, and gender in real-time, 

prioritizing memory efficiency and interpretability. Utilizing Multi-Task Cascaded Convolutional Networks (MTCNN) for 

face detection, it transmits coordinates to custom models for classification. Global Average Pooling and depth-wise separable 

convolutions minimize memory usage and parameters. Pre-trained Caffe models normalize input, while OpenCV and Dlib 

enable real-time processing. The system achieves 67% accuracy on the FER-2013 dataset with only 0.496 GB memory usage. 

 

VI. ARCHITECTURE DIAGRAM 

 

 
Fig 6.1 Architecture Diagram 

 

VII. SYSTEM OVERVIEW 
1. Training the Emotion Detection Model: 

               The focus is on developing an effective emotion classification model using a labelled dataset like FER-2013. Data 

preprocessing includes normalization and augmentation to enhance robustness. The architecture employs convolutional 

layers with Global Average Pooling for memory efficiency. The model is trained using supervised learning, with 

performance evaluated through accuracy metrics to ensure reliability in real-time predictions. 
 

 
Fig 7.1 Training of the image models 

 

2. Real-Time Detection System: 

                   The Real-Time Detection System analyses live video feeds or static images to detect facial emotions, age, and 
gender. Utilizing the MTCNN model for efficient face detection, it preprocesses images for consistency before classification. 
Predictions are made based on confidence thresholds and displayed in real-time, enabling immediate insights for applications 
in security, healthcare, and user interaction. 
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Fig 7.2 Real-Time Detection  

3. User Interface Management: 

                   The User Interface Management module creates an intuitive and user-friendly interface for interacting with the 

facial emotion, age, and gender detection system. It facilitates easy input of images or video feeds, displays real-time 

predictions, and presents results in a visually appealing format. This module enhances user experience, ensuring seamless 

navigation and accessibility for various applications in real-time scenarios. 

 

4. Preprocessing Functions: 

                    The Preprocessing Functions module prepares images for analysis by normalizing inputs to ensure consistency. 

This includes resizing images, applying mean subtraction, and enhancing features through data augmentation techniques. By 

standardizing the input format, the module improves the accuracy and reliability of subsequent facial emotion, age, and 

gender classifications, enabling the system to perform efficiently in real-time scenarios.  

 

VIII.CONCLUSION 

The proposed lightweight Convolutional Neural Network (CNN) system effectively addresses real-time facial 

emotion, age, and gender detection challenges in resource-constrained environments. By integrating Multi-Task Cascaded 

Convolutional Networks (MTCNN) for efficient face detection and utilizing techniques like Global Average Pooling and 

depth-wise separable convolutions, the system achieves a balance between accuracy and memory efficiency. With 67% 

accuracy on the FER-2013 dataset and a compact memory footprint of 0.496 GB, this solution is suitable for diverse 
applications, paving the way for advancements in healthcare, security, and human-computer interaction.   
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